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Chapter 6 

LOWER MANTLE MINERALOGY AND 
THE GEOPHYSICAL PERSPECTIVE 

Craig R. Bina 
Department of Geological Sciences 

Northwestern University 
Evanston, Illinois 60208 

INTRODUCTION 

A variety of observations (Jeanloz 1995, Helffrich and Wood 1996, Irifune and 
Isshiki 1998, Agee this volume) suggest that the upper mantle may be largely peridotitic 
in bulk composition, perhaps approaching the composition of the model pyrolite (Ring- 
wood 1989). What can be said about the composition and mineralogy of the lower man- 
tle? Certainly we expect the mineralogy of the lower mantle to differ from that of shal- 
lower regions, if only due to high-pressure phase transformations, but why might the bulk 
composition of the lower mantle differ from that of the overlying material? Early partial 
melting of the mantle (Herzberg and O'Hara 1985) may have resulted in large-scale dif- 
ferentiation between upper and lower mantle, although elemental partitioning data appear 
not to support such a model (Kato et al. 1988). Diffusive (Garlick 1969, Bina and 
Kumazawa 1993) or convective (Weinstein 1992) processes acting across regions of 
phase transition may have generated chemical separation between upper and lower man- 
tle. but such processes would occur over inordinately long time scales in the absence of 
fluid phases (Mao 1988). Perhaps more fundamentally, if chondritic meteorites (Anders 
and Grevesse 1989) are taken as representative of the cosmochemistry of the solar nebula 
from which the planet condensed, then a bulk earth whose whole mantle is of pyrolite 
composition (Ringwood 1989) is deficient in silicon. Unless the excess silicon was taken 
up in the core or volatilized during planetary accretion (Ringwood 1975), or unless the 
chondritic model is not an appropriate model for the bulk earth (McDonough and Sun 
1995). then the lower mantle should be enriched in silica relative to a pyrolitic upper 
mantle. Early models of solar cosmochernistry indicated an iron deficit, suggesting that 
the lower mantle might be enriched in iron relative to the upper mantle (Anderson 
1989a). but subsequent calibration of photospheric spectra (Holweger et a]. 1990, 
Biemont et al. 1991) brought solar abundances into agreement with those of chondrites, 
thus removing the cosmochemical argument for iron enrichment. 

Aside from a few diamond inclusions that appear to represent low-pressure, back- 
transformation products of lower mantle mineral assemblages (Kesson and Fitz Gerald 
1991. Harte and Harris 1994, Harte et al. 1994), the lower mantle is not amenable to 
direct sampling. Thus, the mineralogy and composition of this region must be inferred 
via geophysical remote sensing, from (for example) observations of seismic waves and 
electric fields at the surface. The processing of raw geophysical data lies beyond the 
scope of this review, but an outline of how geophysical models are constructed (and 
exposure to their associated terminology) can give valuable insight into potential uncer- 
tainties. Furthermore, the models (e.g. three-dimensional seismic velocity structures) 
which result from inversion of these data can be used to construct models of lower mantle 
composition and mineralogy. Ideally, the resulting lower mantle mineralogical models 
could then be tested by using them to predict the primary geophysical observations, in the 
sort of forward modeling approach already applied in the transition zone (Helffrich and 
Bina 1994). Many uncertainties remain in our understanding of the geophysical proper- 
ties of minerals under lower mantle conditions, so that conclusions tentatively drawn 
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herein may be subject to change in the wake of future measurements. However, while we 
may not yet be "in possession of the talismans which are to open to thee the mineral 
kingdoms and the centre of the earth itself" (Beckford 1786), the topics reviewed herein 
should provide a framework for addressing unanswered questions as more data become 
available. 

RADIAL DENSITY AND VELOCITY PROFILES 

Geophysical background 

Deep earth structure is investigated seismologically by studying the propagation of 
waves excited by earthquakes (or nuclear explosions). These can be thought of as body 
waves (generally with periods of order 1 s), traveling along specific paths from source to 
receiver, or as superpositions of normal modes of free oscillation (generally with periods 
of order 100 s) of the entire planet. (They can also be thought of as surface waves, but 
these are seldom employed for lower mantle study.) 

I-D velocities. The speeds with which body waves travel through the earth's inte- 
rior are simply related to the density and elastic moduli of the material: 

where Vp is compressional wave (P-wave) velocity, Vs is shear wave (S-wave) velocity, 
p is density, ,u is shear modulus, and Ks is adiabatic bulk modulus (used instead of the 
isothermal modulus KT because the characteristic time of the passage of seismic waves is 
far shorter than that of thermal diffusion). P-waves, therefore, travel faster than S-waves 
in the same medium. When comparing the results of seismological studies to laboratory 
analyses of minerals, it is sometimes desirable to extract Ks in isolation from p, because 
the former is often better constrained experimentally under deep mantle conditions than 
the latter. To this end, the "bulk sound velocity" Vp is defined: 

Although no wave actually travels at this speed in the solid earth (Bina and Silver 1997), 
V,, can be thought of as the speed of a sound wave in an equivalent liquid (because ,u 
therein is always zero), and it can be measured in the laboratory from the slope of the 
(adiabatic) static compression curve. As mineralogical equations of state for p(P, T) 
improve in quality, use of V, in earth models should decline in favor of the more physi- 
cally realizable Vp and Vs. 

An initial goal of body-wave studies is to determine functions Vp(z) and Vs(z) 
which describe the variation in seismic wavespeed with depth z.  Because velocities gen- 
erally increase with depth, seismic waves refract and bend toward the surface, with more 
the steeply descending waves traveling a greater distance from the source before reaching 
the receiver (Fig. la). Since the bending of the wave paths depends upon the velocity 
gradients, the dependence of the travel-times of particular seismic waves (e.g. direct S- 
waves, core-reflected P-waves, etc.) between source and receiver upon the distance 
between source and receiver (sometimes plotted as a "z-p" rather than a time-distance 
relation) can be inverted for models of velocities as functions of depth (Lay and Wallace 
1995). Like most inversions, the resulting velocity models are non-unique. Because they 
exhibit correlated uncertainties, one cannot draw simple errors bars on the velocity pro- 
files; a change in velocity at one depth must be compensated by a different change at 
another depth. Furthermore, such inversions can exhibit strong dependence upon the 
starting model, so that a discontinuity in the initial profile, for example, may not vanish in 
the final profile even if its presence is not required by the data. Thus, uncertainties are 
more often illustrated by- plotting several different velocity profiles that all fit the data 
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equally well, sometimes beginning from different starting models (Kennett et al. 1995, 
Montagner and Kennett 1996). In addition, the sensitivity of seismic waves to structure 
is frequency-dependent, so that shorter wavelengths are required to resolve finer features 
of the velocity profiles. 

Figure 1. Seismic waves: Ray paths refract due to increase of velocity with depth (a). For sharp velocity 
gradients, deeper paths undergo greater refraction, resulting in a triplication (b). Boundary interactions 
phases (c) may reflect (i, ii), reverberate (iii), convert between P and S (iv, v), both reflect and convert (vi), 
or diffract (vii) at velocity discontinuities. Complete waveforms (d) contain more information than simply 
the travel times of identifiable waves (e.g. PCP). 

Fine structure. Fine features such as rapid velocity changes can be resolved by 
study of additional properties of travel-time vs. distance behavior. At a given source- 
receiver distance, for example, a single direct P-wave will generally arrive at the receiver, 
and more steeply descending waves will arrive at more distant receivers (Fig. la). In a 
zone of rapid increase in velocity, however, more steeply descending waves will have 
their paths bent much more strongly than the more shallowly descending waves, so that 
two or three distinct pulses, separated in time, may arrive successively at the receiver 
from the gradient zone (Fig. Ib), in a phenomenon known as a "triplication." It was by 
observing such triplications that the major seismic velocity discontinuities in the mantle 
were first detected (Byerley 1926, Jeffreys 1936). A region of decrease in velocity, on 
the other hand, bends the wave paths oppositely, resulting in a "shadow zone" over 
which no pulse at all arrives from the gradient region (Lay and Wallace 1995). 

Triplications and shadow zones arise by refraction of seismic waves as they pass 
through gradient zones. More detailed investigation of rapid changes in velocities with 
depth can be performed through study of "boundary interaction phases" (Clarke 1993): 
waves which are reflected, converted, or diffracted at gradient zones (Fig. lc). Thus, 
waves may reflect off the topside (i) or underside (ii) of a boundary (Shearer 1991a), with 
underside reflections often appearing as precursors to waves which penetrated the bound- 
ary only later to reflect off of the underside of some shallower boundary (such as the 
earth's surface). Waves which reflect multiple times between boundaries (iii) are known 
as "reverberations," and because they spend so much time in the region between 
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boundaries they can serve as sensitive probes of the properties of such zones (Revenaugh 
and Jordan 1991a,b)., When a P- or S-wave is incident upon a boundary, the individual 
wave may give rise to both transmitted P- and S-waves (with the restriction that S-waves 
cannot propagate in liquids) in a process known as "mode conversion." and such con- 
verted waves may arise on either downgoing (iv) or upgoing (v) paths. Such conversions 
may also generate reflected P- and S-waves, so that a boundary interaction phase may be 
both converted and reflected (vi). Finally, a wave incident upon a boundary may be 
"diffracted" so that it travels horizontally along the boundary itself (vii) before rising 
once again to a receiver (Wysession et al. 1992. Silver and Bina 1993, Gamero et al. 
1993). Because such waves undergo fundamental changes in character at the boundary, 
their properties are sensitive to those of the boundary itself rather than only to average 
properties across a broader region, thus making them valuable probes of mantle fine 
structure. 

For some time, seismologists focused upon the travel times of individual, identifi- 
able waves, such as the distinct "PCP" reflection of a P-wave off of the core-mantle 
boundary (Fig. Id). While study of such travel times reveals much about deep earth 
structure, much more information is contained in the complete waveforms, information 
such as the relative amplitudes of waves and the existence of interaction phases from pre- 
viously unsuspected boundaries. Originally, synthetic waveforms were calculated only in 
a forward modeling approach, for relatively simple comparison with observed 
waveforms, but advances in numerical modeling now permit actual iterative "waveform 
inversion" for earth structure (Nolet 1990, Zielhuis and Nolet 1994, van der Lee and 
Nolet 1997). 

All of these aspects of body-wave analysis can be brought to bear upon the study of 
rapid changes in seismic velocity or "discontinuities." For such features, important 
questions concern the depth, polarity (or sign), sharpness (or width), and magnitude (or 
brightness) of the associated velocity contrast. The depth at which a velocity contrast 
occurs can be determined from travel time vs. distance observations, but such estimates 
depend upon the models assumed for shallow velocity structure (Walck 1984). Better 
depth measurements can be obtained from boundary interaction phases by comparison to 
reference waves which undergo no boundary interaction. by comparison to reference 
waves with free surface interactions, or by measuring the differential times between 
arrivals of different boundary interaction phases. The polarity of a velocity contrast, 
whether it is a velocity increase or decrease, can be determined by looking for triplica- 
tions or shadow zones in time-distance curves, or by comparing the upswing or down- 
swing of boundary interaction phases to those of reference waves with either no boundary 
interaction or a free surface interaction. The sharpness of a velocity contrast, in terms of 
the depth extent over which it is largely complete, can be estimated from the frequency 
range over which observable boundary interaction phases are detectable: broader bound- 
aries will not reflect well at shorter wavelengths. Sharpness can also be estimated from 
the spatial range over which a triplication is observable (Melbourne and Helmberger 
1998), although this requires dense spatial coverage such as that afforded by an array. 
While relative amplitudes of boundary interaction phases can also provide sharpness 
information, their interpretation is generally model-dependent. Finally, the magnitude of 
a velocity contrast can be estimated from the change in slope of time-distance curves at 
triplications, but it is better determined from the amplitudes of boundary interaction 
phases relative to reference waves. Such amplitudes yield impedance contrasts, so that 
assumptions about densities are required to convert them to velocities, but the depen- 
dence of reflection coefficients upon density is relatively weak for waves with grazing 
paths (Lay and Wallace 1995). Both discontinuity sharpness and magnitude are generally 
more difficult to resolve than depth and polarity. Furthermore, the apparent magnitude. 
sharpness and depth measured by these methods will depend upon the frequencies of the 
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seismic waves employed (Helffrich and Bina 1994). 

Global averages. Radial velocity profiles can be constructed for specific regions 
(Grand and Helmberger 1984), or an attempt can be made to construct a globally-aver- 
aged profile (which may not correspond to real structure at any particular point on the 
earth). Global profiles generally suffer from a bias toward the structure beneath conti- 
nents, because most receivers are located on land. Global profiles are also designed for 
differing purposes. While some (e.g. SP6 of Morelli and Dziewonski 1993) may repre- 
sent attempts to model the actual globally-averaged structure of the earth, many (e.g. 
IASP9 1 of Kennett and Engdahl 1991, AK135 of Kennett et al. 1995) are designed pri- 
marily as "machines" for generating travel times for waves useful in locating earth- 
quakes. Indeed, these latter often come with warnings attached, advertising their "rela- 
tively weak constraints on the details of the velocity distribution," noting that a "variety 
of styles of model give a similar level of fit to the data." and urging caution in interpret- 
ing them as any sort of "simple average of the earth" (Kennett and Engdahl 1991). The 
properties of discontinuities, in particular, are usually poorly resolved by such models. A 
picture of the global extent and properties of discontinuities can, however, be obtained by 
global stacking of a large number of seismograms in such a manner that signals repre- 
senting laterally coherent structure are mutually reinforced while incoherent noise is 
damped through destructive interference (Shearer 1991b, Astiz et al. 1996). 

Information on deep earth structure which is complementary to that obtained from 
body wave studies can also be gleaned by analysis of the earth's normal modes of oscilla- 
tion as recorded on seismograms. Normal modes are equivalent to superpositions of 
many different body waves, and both the frequencies and amplitudes of these waves 
determine the resultant normal modes. As noted above in the context of body waves, the 
amplitudes (controlled by various reflection and transmission coefficients) depend upon 
impedance contrasts rather than simply velocity contrasts. Thus, measurements of the 
eigenfrequencies of such free oscillations allow construction of radial profiles of density 
(Masters 1979) as well as of P- and S-wave velocities (and also provide constraints upon 
anisotropy and anelasticity, as discussed later). Furthermore. modes of varying degrees 
(or spatial frequency) possess different profiles (or "kernels") of depth-sensitivity (Lay 
and Wallace 1995). Uncertainties in lower mantle p of the order of 0.10 g/cm3 may arise 
due to choice of starting model and treatment of anisotropy and attenuation (Montagner 
and Kennett 1996). While such analyses yield good Vs resolution (1066A and 1066B of 
Gilbert and Dziewonski 1975), the low frequencies of most normal mode studies gener- 
ally fail to resolve uncertainties in the fine structure of velocity and density profiles 
(Montagner and Kennett 1996). 

Body wave data may be added to normal mode data in joint inversions for radial 
structure, thus providing improved V p  resolution as well (PREM of Dziewonski and 
Anderson 1981). However, differences in geographic biases, frequency bands, and sensi- 
tivity to anelasticity and anisotropy generally lead to systematic misfits with one data set 
or another. Recently, methods of reconciling the body wave and normal mode data sets 
have been explored, by first using body waves to constrain radial structure and disconti- 
nuities and then using the eigenperiods of normal modes to extract density, anelasticity, 
and anisotropy structure (Montagner and Kennett 1996). 

Mineralogical interpretation 

Given models of the radial variations of p. V p ,  and Vs in the lower mantle, our goal 
is to calculate velocity and density profiles for a variety of candidate compositions, so as 
to ascertain the compositions whose predicted elastic properties best fit the seismological 
models. This may be done either by "adiabatic decompression" of lower mantle proper- 
ties for comparison to aggregate mineral properties at zero pressure or by extrapolation of 
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mineral properties to lower mantle conditions. We adopt the latter approach here, so as to 
minimize the problems of parameter covariance associated with the former (Bukowinski 
and Wolf 1990), but recent work has shown how consistent results may be obtained from 
both approaches (Jackson 1998a). In accordance with a large body of experimental data, 
we shall begin by assuming that the lower mantle consists largely of assemblages of 
(Mg, Fe)Si03 silicate perovskite and (Mg,Fe)O magnesiowiistite, so that we can charac- 
terize a candidate composition by the two molar ratios: 

X, = Mg I (Mg + Fe) , X p ,  = Si I (Mg + Fe) 

Equations of state. For each candidate composition, we wish to calculate densities 
and seismic wave velocities at a variety of lower mantle pressures and temperatures, so 
we require thermoelastic equations of state for the relevant minerals (Bina and Helffrich 
1992, Duffy and Wang this volume, Liebermann this volume). Fundamentally, the 
required equations of state (EoS) must provide volume V as an explicit or implicit func- 
tion of pressure P and temperature T. From such a V(P, T) function, we can calculate 
both density p, from p = M I V where M is the molar mass, and bulk modulus KT, from 
KT E - V(dP I A variety of EoS parameterizations may be employed, but it is 
common to write an EoS for the volume implicitly as P(V, T), thus allowing the follow- 
ing differential expansion: 

The first term on the right-hand side is often called the "cold" pressure, and its inte- 
grand can be written as -KT I v ,  evaluated at the initial temperature To, where KT is the 
isothermal bulk modulus. The integral is usually evaluated via a finite strain formalism, 
such as the third-order Birch-Murnaghan equation: 

- 

where the reference isothermal bulk modulus KTO and its pressure derivative KtTo are 
evaluated at To and Vo. Higher-order versions of the Birch-Murnaghan equation may 
also be employed. Similarly, a logarithmic strain formalism (Poirier and Tarantola 1998) 
could be used instead of this Eulerian finite strain formalism. 

The second term on the right-hand side is generally called the "thermal" pressure, 
and its integrand can be written as aKT or, equivalently, as yCv I V, evaluated at the final 
volume V, where a is the volume coefficient of thermal expansion, y the Griineisen 
parameter, and Cv the iswhoric heat capacity. The integral can be evaluated using either 
notation, but the former generally leads to a class of EoS involving integrals of the 
Anderson-Griineisen parameter, 

and some empirical form of polynomial expansion of a(T), such as: 

a(T) = a. + a l T  + a2~-' 

Arbitrary polynomial expansions can exhibit pathological behavior (e.g. negative temper- 
ature derivatives) at high temperatures and thus may not be optimal for extrapolating 
beyond the range of experimental data, although the example given above works well for 
a, > 0, a, > 0, and q < 0 because inflection points then lie in the domain of negative 
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temperatures. 

The latter notation yields a different class of EoS, perhaps the simplest of which is 
the Mie-Griineisen-Debye type: 

where ODo and y,, are the reference Debye temperature and Griineisen parameter, respec- 
tively, and q gives the volume dependence of the latter. This lattice dynamical approach 
to the EoS need not be restricted to the form of a Debye model, however. The thermal 
pressure can also be calculated from an explicit density of states, obtained from spectro- 
scopic data, for example (Navrotsky 1994). Because such formalisms attempt to model 
the lattice dynamical behavior of crystals at high temperatures, they can prove useful for 
extrapolating beyond the range of experimental data for Debye-like (Anderson 1998) or 
more complex solids. Alternatively, a thermal pressure EoS can be obtained from simu- 
lation techniques such as molecular dynamics. 

Derivation of such mineral equations of state involves fitting values to unknown 
coefficients by inverting from V(P, T) measurements. Since these coefficients represent 
various derivatives of V, care must be take to ensure that coverage of the P-T space is 
adequate to constrain the values in question. Thus, while a given range of V(P) data may 
be sufficient to constrain volume (and therefore density) over a certain range of pressure, 
the same data may not be sufficient to constrain bulk modulus (and therefore seismic 
velocity) or other P- and T-derivatives over that range. Such EoS uncertainties can often 
be fruitfully examined by determining the trade-offs among the various unknown coeffi- 
cients to be fit to the data (Bell et al. 1987, Bina 1995). 

Ideally, we would also like to have an additional equation of state for the shear mod- 
ulus, p(P, T), to allow us to calculate independent P- and S-wave velocities, Vp and Vs, 
at a variety of lower mantle pressures and temperatures. Such relations for shear moduli, 
however, currently remain relatively poorly constrained under lower mantle conditions. 
For this reason, the bulk sound velocity V, is often employed instead of the P- and S- 
wave velocities, because V, is independent of the shear modulus, as noted above. (The 
adiabatic and isothermal bulk moduli, employed in seismic velocities and equations of 
state, respectively, are related by Ks = KT(l + Tay)). Because shear moduli in many 
cases appear to be significantly more sensitive to variations in temperature and chemistry 
than bulk moduli, however, important advances in our understanding of the lower mantle 
can be expected to accompany improved constraints upon shear EoS in the future. 

P, I; and K profiles. Having obtained suitable equations of state, for V(P,T), 
KT(P, T), and possibly p(P, T), we also require a profile of pressure P(z) as a function 
of depth, which we can calculate by radial integration of the equation of hydrostatic equi- 
librium, dP I dr  = - p(r)g(r), where p(r) is obtained from a seismological reference 
model such as AK135 (Kennett et al. 1995). Using the same p(r) profile, g(r) is calcu- 
lated from Newton's law of gravitation, g(r) = GM(r) I r2, where G is the gravitational 
constant and M(r) the mass of that portion of the earth contained within a sphere of 
radius r. 

Next, we require a profile of temperature T(z) as a function of depth. It is common 
to begin by assuming such temperature profiles to be approximately adiabatic: 
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Thus, given a starting temperature at the top of the lower mantle, we need merely per- 
form a depth integration of: 

where any slightly superadiabatic gradient can be accommodated simply by introducing a 
superadiabaticity factor: 

The olivine phase diagram indicates that, for the breakdown of y silicate spinel (ring- 
woodite) to coincide with the 660-km seismic discontinuity, the temperature at 655 km 
should be approximately 1900 K (Ito and Katsura 1989). We can allow for uncertainty in 
this estimate by examining three different cases, where the starting temperature TLM at 
660 km is either 1800,2000, or 2200 K. 

Finally, because both (Mg,Fe)Si03 silicate perovskite (pv) and (Mg,Fe)O 
magnesiowiistite (mw) are solid solutions, we must constrain the elemental partitioning 
(Fei this volume) of Mg and Fe between these two coexisting phases. While the relevant 
molar partitioning coefficient, 

is commonly assumed to remain constant, we allow KEgZX(P, T ,  XMg) to vary by per- 
forming a trilinear fit to recent experimental partitioning data (Mao et al. 1997) that 
exhibit a dependence on P, T ,  and XMg (Fig. 2). 

A worked example. Our fitting procedure is now straightforward. First. we assume 
a value of Tw. Then we choose a candidate composition, characterized by values of 
XM8 and XPv. to test. At each depth z we determine P and T. We then calculate 
and thereby obtain X;: and Xg. Using these mineral proportions, along with the 
(Debye-like) EoS functions for each of the component minerals, we compute p for the 
mineral assemblage and the aggregate Vg (or, ideally, Vp and Vs). We compare the latter 
to p(z) and V6(z) from the reference seismological model and calculate the root-mean- 
square (RMS) misfit. We repeat this procedure for a set of (XMg, Xpv) compositions and 
perhaps for several different values of Tw. 

There are two simple ways of'examining the resulting set of misfit values to deter- 
mine best-fitting lower mantle compositions. First, we can ask which uniform composi- 
tion yields the minimum misfit summed over the full depth range of the lower mantle. 
This method provides, for each value of TLM, two sets of ellipses in XM -XpV space 
within which compositions yield RMS misfits to the seismological models for p(z) and 
V,(z), respectively, that fall below some threshold misfits (Fig. 3). The orientations of 
the major axes of the misfit ellipses reveal the relative sensitivities of the two parameters: 
misfit to p is primarily sensitive to changes in XMg but not XB, while misfit to Vd is sen- 
sitive to changes in either. This graphically illustrates the fact that attempts to fit mantle 
density alone cannot constrain the silica content of the lower mantle; it is the intersection 
of these two ellipses which provides tight bounds on allowable mantle compositions. 
Indeed, the p(z) and V,(z) misfit ellipses can be combined in an RMS sense (with, for 
simplicity, equal weighting) to give a single ellipse within which all compositions yield a 
joint RMS misfit to the seismological model that falls below some chosen threshold 
(Fig. 4). The variation in best-fit composition with changes in TLM shows that, in gen- 
eral, a hotter lower mantle requires a greater silica content in order to match globally 
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averaged seismological models. Changes in assumed mineral EoS functions will, of 
course, also affect the resulting best-fit compositions, as will changes in reference seismic 
models (Birch 1952. Jackson 1983. Knittle et al. 1986. Jeanloz and Knittle 1989. Bina 
and Silver 1990, Stixrude et al. 1992, Hemley et al. 1992, Zhao and Anderson 1994, 
Jackson and Rigden 1998, Bina and Silver 1997, Jackson 1998a). 

Figure 2 (right). Depth-dependent Fe-Mg partltlontng 
between silicate perovskite (pv) and magnesiowtistlte 
(mw). Mole fractions of Fe in coexisting pv and mw, for , three bulk compositions of varying silica content, are a 

derived from the data of Mao et al. (1997). X . - 
_ _ - - -  _ _ _ A - * -  Figure 3 (below, left). Contours of RMS misfit between 

seismologically derived and mineralogicaily calculated O.lO/ q _.-- 
profiles of p(z) (dashed) and VO(z) (solid), constraining o 05 

allowable lower mantle compositions in terms of iron 
and silica content. Contour interval is 0.5%. Triangle O W  

denotes pyrolite composition. T, is 2000 K. Perovskite 
thermal EoS from line 2 of Table 1 of Bina (1995) with 
cold EoS from Fabrichnaya (1995). 

Figure 4 (below. right). Contours of joint RMS misfit 
between seismologically derived and mineralogically 
calculated profiles of p(z) and VO(z), combined in an 
equally-weighted RMS sense, constraining allowable 
lower mantle compositions in terms of iron and silica 
content. Contour i s  1.0%. Triangle denotes pyrolite 
composition. T, is 1800, 2000. and 2200 K (left to 
right). Perovskite thermal EoS from line 2 of Table I of 
Bina (1995) with cold EoS from Fabrichnaya (1995). t 

1 m  1500 2WO 2500 

Depth (km) 

RMS% misfit to p & V, Joint RMS% misfit to p & Vq 

Second, we can ask which composition yields the minimum misfit at each individual 
depth, thus revealing how both the apparent best-fit lower mantle composition and the 
overall quality of the fit vary with depth (Fig. 5a). For TLM of 2000 K, the effective value 

pv-m~v of KMg-,ce rises steadily from around 0.25 to near 1. While the best-fit value of XMg 
remains near that of an upper mantle pyrolite composition, the best-fit value of Xpv 
begins near that of pyrolite and then falls gradually to lower values. The quality of the fit 
remains good throughout. The gradual drift in best-fit X p ,  value with increasing depth 
probably reflects, at least in part, the failure of our chosen EoS to faithfully describe the 
elastic behavior of lower mantle minerals as we extrapolate to great depths beyond the 
range of measured data. For a markedly different (non-Debye-like) EoS for silicate 
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perovskite (Fig. 5b), the best-fit value of XMg remains near that of an upper mantle pyro- 
lite composition, with somewhat greater scatter. The best-fit value of X&, on the other 
hand, begins significantly enriched in silica relative to pyrolite and then falls steeply to 
lower values. The quality of the fit gradually improves to about 1700 km depth and 
remains good thereafter. The steep decline in best-fit X p ,  value with increasing depth 
probably also reflects faults in the extrapolatory behavior of our EoS, but the problems 
with this EoS appear to be more severe than in the previous case. Such defects are also 
suggested by the surprisingly poor quality of fit for the initially high values of Xp,, even 
at relatively shallow depths. 

Minimum misfit to p & V, Minimum misfit to p & V, 
5 7 

B 1 

i:: IQD ~ S ( D  Depth (km) 2000 
a 1500 Depth (km) 2ax, 2 ~ a  

Depthwise fits to p & V, Depthwise fits to p & V, 

-. . 
lmo 1- ZOM a Depth (km) b Depth (km) 

Figure 5. Joint RMS misfit between seismologically derived and mineralogically calculated pand Vg, 
combined in an equally-weighted RMS sense, and best-fit compositions, in terms of iron and silica content, 
all as functions of depth in the lower mantie, for T, of 2000 K. Fitting performed for Debye-like (a) and 
non-Debye-like (b) perovskite equations of state (thermal EoS from line 2 and line 1, respectively, of Table 
1 of Bina 1995, with cold EoS from Fabrichnaya 1995). Dotted lines denote pyrolite composition. 

It is clear from these analyses that the best-fit compositions deviate markedly at the 
very top and bottom of the lower mantle. This is not surprising, because thermal, miner- 
alogical, and chemical phenomena in these regions give rise to significant uncertainties 
and lateral variations in the velocity gradients and discontinuities of seismological mod- 
els. Complex structure in the topmost lower mantle may arise from several sources, 
including temperature-induced topography on the phase boundary marking the top of the 
lower mantle (Bina and Helffrich 1994), possible stability of silicate ilmenite in the top- 
most lower mantle in cold regions of subduction (Reynard et al. 1996, Reynard and Rubie 
1996, Irifune et al. 1996), and extension of the garnet stability field into the topmost 
lower mantle due to A I - F ~ ~ +  coupling between ringwoodite, silicate perovskite, and gar- 
net phases (Wood and Rubie 1996). The bottommost lower mantle (Jeanloz and 
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Williams this volume) is believed to be a region of chemical changes, arising from inter- 
actions with the core or accumulation of subducted material, and may also feature addi- 
tional high-pressure phase changes. Hence, these two regions are generally omitted from 
the calculations when using the first method detailed above to determine which uniform 
composition yields the minimum misfit summed over the lower mantle. 

Further work. Many secondary effects have been neglected in the above analyses. 
For example, consideration of oxygen fugacity and defect chemistry may introduce ~ e %  
substitution for Fe2+ or non-stoichiomet in magnesiowiistite, and charge-coupled sub- 'Y+ stitutions may allow uptake of A1 and Fe and possibly Na into silicate perovskite. The 
effects of such solid solution phenomena on elastic properties remain poorly constrained 
at present. The accessory cubic CaSiO, perovskite phase has also been ignored here, but 
recent studies (Wang et al. 1996) suggest that its effects upon the aggregate elastic prop- 
erties of lower mantle assemblages should be minimal. Given suitable measurements of 
elastic properties for such phases, these effects could be accounted for in future analyses 
by incorporation of additional molar ratios, such as Xc, or X,,, into the compositional 
parameterization. 

Other potential phase changes have also been neglected in these analyses. Both 
(Mg, Fe)SiO, and CaSi03 perovskites may undergo structural distortions under deep 
mantle conditions, and high-pressure phase changes observed in FeO may also occur in 
lower mantle (Mg,Fe)O. Stabilization of higher pressure phases of SiOz or A1203 or 
pressure-induced changes in the maximum solubility of FeSiO, may induce dispropor- 
tionation of perovskites into mixed oxides under certain conditions. Order-disorder phe- 
nomena may play a role in elemental partitioning. Additional experimental information 
on the relevant stability fields and equations of state will be required to fully treat such 
effects, but both the apparent absence of globally coherent seismic velocity discontinu- 
ities within the bulk of the lower mantle and the absence of evidence for major transfor- 
mations in recent experiments under deep lower mantle conditions (Kesson et al. 1998) 
suggest that such effects may be more important in understanding local or lateral varia- 
tions in temperature, composition, or seismic velocity than in explaining globally aver- 
aged models. 

LATERAL SEISMIC VELOCITY HETEROGENEITY 

Geophysical background 

Proceeding from a model of how velocities and densities vary radially in a particular 
region or in a globally averaged earth, we now ask how these properties vary laterally in 
the earth as well. To our list of questions about discontinuities (depth, polarity, sharp- 
ness, magnitude), we now add lateral variability of all of these properties, including the 
question of over what spatial extent the velocity contrast is detectable at all. One obvious 
approach is to look for differences between radial profiles constructed for different 
regions. However, this is complicated by the dependence of the radial profiles upon their 
various starting models and by the fact that variations in mantle structure trade off against 
assumed shallow structure (Walck 1984). Given a large enough geographic distribution 
of boundary interaction points, however, such a method can be applied to the study of 
discontinuities, and constraints upon depth variations or "topography" of discontinuities 
can be further enhanced by evidence of focusing or defocusing in the amplitudes of 
boundary interaction phases (van der Lee et al. 1994). 

Tomographic imaging. An increasingly popular method, however, is the direct 
inversion of travel times or other data for two- or three-dimensional structure, in a 
method known as "tomography." Seismic tomography employs the delay times or 
waveforms of identifiable seismic waves to map the spatial distribution of velocity 
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perturbations relative to a reference model (Su et al. 1994, Li and Romanowicz 1996, 
Grand et al. 1997, van der Hilst et al. 1997). When interpreted conservatively, the 3-D 
maps or "images" that result from tomographic modeling can powerfully illuminate both 
radial and lateral heterogeneity. 

Tomography is subject to a variety of resolution limits (Spakman and Nolet 1988. 
Spakman et al. 1989) and other distortions (van der Hilst et al. 1993, Liu et al. 1998). In 
particular, the amplitudes of velocity perturbations may not be particularly well con- 
strained, leading to possible underestimation of velocity anomalies, due to a variety of 
effects. The coarse parameterization of small-scale structure, for example, means that an 
anomaly smaller than the "cell size" of the model volume elements will be distributed as 
an average velocity perturbation across the entire cell: a 10-km-wide velocity gradient 
cannot be resolved in a model whose cells have 100-km edge lengths. Thus, models are 
sometimes constructed so that anticipated discontinuities (e.g. at 660 km) coincide with 
the boundaries, rather than penetrate the bodies, of model volume elements (or "vox- 
els"). 

Another issue concerns the density and orientation of rays sampling any given cell 
(Fig. 6a). Cells with higher "hit counts" - i.e. those which are sampled by a greater 
number of rays (which are actually more like tubes in that they sample finite cross-sec- 
tional areas or "Fresnel zones" which depend upon frequency) - will have a greater 
influence upon the inversion, so that velocity perturbations contained in such cells may be 
better resolved. However, if a given ray samples a velocity anomaly (Fig. 6a), producing 
a delayed arrival at a receiver, the anomaly could be located anywhere along that ray 
path, resulting in "streaking" or "smearing" along rays which sample structure in a pre- 
ferred direction. Most inversions seek to minimize such streaking by incorporating rays 
which intersect at various angles, so that the placement of the anomaly will be con- 
strained by whether or not the various intersecting rays are delayed as well. Recent 
developments also allow the use of irregularly sized cells whose geometry can evolve 
during the inversion (Sambridge and Gudmundsson 1998). 

Figure 6. Seismic imaging: Tomographic resolution is limited by (a) the density of rays which sample a 
velocity anomaly and the fraction of those which intersect each other. Seismic waves may scatter energy 
(b) off of heterogeneities. 

Subtler issues involve the choice of reference model (van der Hilst et al. 1989, 
Fukao et al. 1992). Ray paths computed from the reference model are used to locate 
velocity anomalies, but these paths should be recomputed for the perturbed model (Van- 
Decar et al. 1995, Wolfe et al. 1997). Neglect of such corrections may skew results from 
a "checkerboard test." commonly used to estimate spatial resolution, in which a prese- 
lected pattern of velocity perturbations is numerically sampled by the same ray paths 
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associated with the real data, and the resulting synthetic data are inverted to discover how 
well the original pattern is recovered. The uniform distribution of rays arising from a 
smooth reference model may recover the input pattern well, but use of the perturbed 
model may reveal areas of less uniform resolution. Furthermore, tomographic images 
constructed through linear perturbation to homogeneous (essentially I-D) reference mod- 
els may yield inhomogeneities larger than are strictly suitable for linear perturbation the- 
ory. Recent developments allow inversions to be performed relative to heterogeneous 
(i.e. 3-D) reference models (Geller and Hara 1993) and without restriction to weak per- 
turbations (Cummins et al. 1997). 

Thus far we have presupposed complete knowledge of the locations of sources and 
receivers. The uncertainties attending earthquake locations, however, require joint inver- 
sion for source mislocation along with velocity structure, resulting in reduced amplitudes 
for perturbations. Furthermore, the inherent non-uniqueness of inversions means that a 
variety of velocity structures will fit the data equally well, so one must adopt some sort of 
measure to penalize certain types of structures in favor of others. To account for the vari- 
ety of resolution issues discussed above, some sort of damped solution is generally 
sought. While "norm" damping favors models which differ minimally from the refer- 
ence model, biasing models toward small perturbation amplitudes, "gradient" damping 
favors smooth models with minimal variations between adjacent cells. Combinations of 
these methods can be employed (van der Hilst et al. 1997), with some subjective choice 
of relative weighting between the two. 

Despite these various resolution issues, most of which can be treated by suitable 
weighting and damping (or "regularization"), the results of tomographic inversions show 
a remarkable consensus in structural features, such as slab penetration into the lower 
mantle. Other images of lower mantle heterogeneity suggest sheet-like downwellings 
(Grand et al. 1997, van der Hilst et a1. 1997) and regional deep mantle discontinuities 
with significant topography (Kawakatsu and Niu 1994. le Stunff et al. 1995. Niu and 
Kawakatsu 1997). Indeed, efforts at mineralogical interpretation of 3-D structure may 
most profitably focus upon such robust observations, demonstrated by agreement 
between independent inversions involving different data sets, damping choices, or other 
assumptions. The largest remaining uncertainties in tomographic imaging probably con- 
cern the amplitudes of velocity perturbations and the apparent scale lengths of hetero- 
geneity. Additional errors may arise, however, from approximations in the theory, such 
as the common assumption of isotropic media. Given that neglect of velocity anisotropy 
(discussed below) can have significant effects upon inversion for 1-D reference models 
(Montagner and Kennett 1996), it is reasonable to expect similar effects in inversion for 
3-D models. 

Other observations. While a classical tomographic inversion is based solely upon 
travel times (Zhou and Clayton 1990, Grand 1994), additional constraints upon 3-D 
velocity structure can be obtained by expanding the variety of constraints to include both 
local and teleseismic data (Zhao et al. 1994), a priori constraints derived from boundary 
interaction phases (Zhao and Hasegawa 1993), actual waveforms, or free oscillation data. 
Indeed, by incorporating such a variety of data, one can extract constraints on the 3-D 
structure not only of velocities but also of density, attenuation, and anisotropy. However. 
expanding the number of free parameters can lead to instability in the inversion, espe- 
cially if factors such as the differing frequency ranges or polarizations of various compo- 
nents of the data set are not properly taken into account. 

It can be useful to check the regional structures illuminated by tomography by using 
another technique. For example, waveform modeling of triplicated seismic waves in the 
northwest Pacific (Tajima et al. 1998) yields smaller volumes for velocity anomalies than 
obtained from tomography in the same region. Another method, complementary to 
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tomography, employs scattering theory, using data collected across a seismographic array 
to locate a volume that consistently scatters energy (Fig. 6b) from several sources 
(Kaneshima and Helffrich 1998). Scattering observations yield information on the spec- 
trum of spatial heterogeneities, and joint likelihood methods may then be employed to 
constrain the locations of individual scatterers. Such scattering studies can detect energy 
from smaller features than are presently resolvable by tomography, and comparisons 
between results from the two methods can further constrain the size of mantle velocity 
anomalies (Castle 1998). 

Global seismological observations suggest that the lower mantle is more laterally 
homogeneous than the upper mantle (Gudmundsson et al. 1990) and that the characteris- 
tic spatial wavelengths of heterogeneity increase near the bottom of the lower mantle (SU 
et al. 1994). While evidence for strong (>2%) Vs heterogeneity at large (-200 km) scales 
in the lower mantle appears to be sparse (Nolet and Moser 1993), weaker (-2%) lower 
mantle Vp heterogeneity at small (<8 km) scales may be common (Hedlin et al. 1997), 
and strong heterogeneities may be present at different length scales. 

Mineralogical interpretation 

For any given seismic velocity anomaly, it is important to determine the polarity, 
magnitude, and sharpness of velocity contrasts at the boundary of the region, as well as 
(if possible) the spatial extent of the anomalous region. We can gain an idea of what sort 
of phenomena might give rise to such anomalies by investigating the partial derivatives of 
mineral elastic properties under lower mantle conditions. 

P-, F, and X-dependence. The temperature dependence of velocity, (aV+ / aT)P,X, 
is about -2 x lo4 kmls/K at 1000 km, falling to -1 x lo4 km/s/K at 2000 km (varymg 
slightly with composition). Thus, a AT of 100 K yields a AV, of -0.01 to -0.02 kmls, 
about the same as that arising from AP due to decreasing z by 10 km, because the pres- 
sure dependence of velocity, (aVP I aP)T,x, is -0.03 kmls/GPa. Dynamical implications 
should also be considered when attempt~ng to interpret velocities in terms of purely ther- 
mal anomalies. Given that (ap I 2T)P,X is about -9 x lo-' glcm3/K at 1000 km, rising to 
-7 x lo-' g/cm3/K at 2000 km (varying slightly with composition), a AT of 100 K would 
also yield a Ap of -0.007 to -0.009 g/cm3, so that inference of large thermal anomalies 
might also require the presence of significant density (i.e. buoyancy) anomalies which 
could prove dynamically unstable. Time scales should also be considered when interpret- 
ing velocity anomalies of thermal origin, especially if the putative thermal anomalies are 
believed to have arisen from the subduction process. For example, a slab thermal 
anomaly of -1000 K would yield a lower mantle V, anomaly of a few -0.1 km/s. If the 
velocity change were localized over -10 km, the temperature anomaly would drop to 
nearly 113 of its initial value in about lo6 years: (time) = (length)2 / (difisivity). For slab 
material to reach a depth of 1000 km at a subduction rate of 10 cmlyr, however, would 
require 10' years. Thus, a AV, anomaly of a few -0.1 kmls over 10 km, located below a 
depth of I000 km, is unlikely to be due solely to a thermal anomaly associated with sub- 
ducted material. 

Time scales are not so relevant to anomalies of chemical origin, given the extremely 
long time scales of solid-state diffusion (Zindler and Hart 1986, Hart and Zindler 1989). 
The Mg-Fe composition dependence of velocity, (aV, lax,),,, is about 1.1 kmls at 
1000 km, rising to 1.4 km/s at 2000 km, so that a 0.01 increase in XMg yields AV+ of 
-0.01 kmls (varying slightly with Si content). Thus, small changes in local MgFe ratio 
can produce velocity anomalies of the same general magnitude as those due to 100-K 
temperature perturbations. Similarly, the Si composition dependence of velocity, 
(aV, / is about 0.9 kmls at 1000 km, falling to 0.7 kmls at 2000 km (varying 
slightly with Mg content), but this latter systematicity may appear deceptively simple. 
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With increasing z ,  Si sensitivity for the Mg component falls while that for the Fe compo- 
nent rises, so that the bulk Si sensitivity (which falls for Mg,,) might actually rise with 
increasing z for a more Mg-poor composition. Nonetheless, to a first approximation, a 
0.01 increase in Xp, yields AV, of 10.01 kmls. So that, again, small changes in local Si 
content can produce velocity anomalies comparable to those arising from 100-K tempera- 
ture anomalies. To the extent that lateral velocity variations may be due to compositional 
heterogeneity, such variations in major element chemistry need not necessarily corre- 
spond to the observed minor or trace element geochemical heterogeneity in the mantle 
(Hoffmann 1997). Nonetheless, either type of distributed chemical heterogeneity may 
persist in relatively unmixed form over geological time scales even in an actively con- 
vecting mantle pavies 1990, Kellogg 1992, 1993; Metcalfe et al. 1995). 

The dependence of velocity upon change in phase, (avo / ~ x P ~ " ) , , ~ ,  may also con- 
tribute to velocity anomalies in important ways. A local thermal anomaly, for example, 
may shift a volume of material into a different stability field via a phase transformation, 
and these two effects can conspire to double the effective velocity anomaly (Bina 1998a). 
For this reason, phase diagrams should be checked for proximity of local P,T conditions 
to a reaction boundary when evaluating the potential effects of thermal anomalies. An 
attempt to interpret such a velocity anomaly in terms of temperature alone would yield a 
AT which exceeded the actual value by 100%. Furthermore, chemical anomalies may 
have similarly complex effects. A local increase in Fe content, for example, if it 
exceeded the maximum solubility of FeSiO, in perovskite under the prevailing P,T con- 
ditions (Fei et al. 1996, Wang et al. 1997, Mao et al. 1997), might induce breakdown to 
oxides, with consequent dramatic changes in V+. 

Vpl VS relations. Ideally, we would interpret lateral heterogeneity in terms of 
actual Vp and Vs instead of our proxy V,, However, such interpretations remain difficult 
at present, because the various derivatives of the shear moduli, especially under lower 
mantle P,T conditions, remain poorly known. This is particularly unfortunate, because 
Vs and the Vp I VS ratio, sometimes expressed in terms of Poisson's ratio a: 

appear to be more sensitive to temperature and compositional changes than either Vp or 
V+. Global seismological studies indicate that d In Vs I d In Vp, a measure of the relative 
lateral heterogeneity in Vs and Vp, rises from about 1.7 to 2.6 with increasing depth in 
the lower mantle (Robertson and Woodhouse 1996), increasing to more than 3 in the 
mantle's bottommost few hundred kilometers (Bolton and Masters 1996). If we assume 
that all such lateral heterogeneity is due to thermal anomalies, then from ratios of temper- 
ature derivatives at constant pressure and composition we obtain: 

where 

For reasonable mineralogical values of these parameters at the top of the lower mantle 
(Anderson 1989b), this ratio should adopt values of 1 to 2. The seismic observations of 
larger values thus suggest that the temperature-dependence of p becomes progressively 



stronger than that of Ks with increasing depth. However, the similar magnitudes of the 
various partial derivatives noted above allow ambiguity to remain regarding the relative 
degrees of thermal or compositional origin for lower mantle velocity heterogeneity, reso- 
lution of which awaits better constraints upon 6, and < for perovskite-magnesiowustite 
aggregates under deep lower mantle conditions (Stacey 1998). 

SEISMIC VELOCITY ANISOTROPY 

Geophysical background 

Seismic heterogeneity, comprising lateral variations in P- and S-wave velocities 
from place to place, must further be distinguished from seismic anisotropy, in which 
velocities of P- and S-waves in any given location may vary with direction of propaga- 
tion. Indeed, velocity anomalies due to anisotropy can be larger in magnitude than those 
arising from variations in temperature or composition and can exhibit significant lateral 
variation (Anderson 1989b). As macroscopic consequences of the fact that many rock- 
forming minerals exhibit directional variations in both Vp and Vs, seismic constraints 
upon elastic anisotropy in earth's interior are obtained by observing such phenomena as 
S-wave splitting (Vinnik et al. 1984, Ando 1984, Fukao 1984, Silver and Chan 1988, 
1991; Kaneshima and Silver 1995, Fischer and Wiens 1996, Fouch and Fischer 1996), 
diffracted waves (Vinnik et al. 1995), converted waves (Vinnik and Montagner 1996), and 
free oscillations (Montagner and Kennett 1996). In attempting to differentiate the seis- 
mological signature of anisotropy from that of heterogeneity, it is important to distinguish 
the manner in which the seismic anisotropy is observed. In particular, it is useful to dis- 
tinguish between observation of propagation and polarization anisotropy (Silver 1996). 

Propagation andpolarization. Propagation anisotropy is perhaps the simplest man- 
ifestation of the fact that Vp and Vs vary with direction of propagation. By observing the 
travel times of seismic waves that have sampled the same region but have traveled 
through it in different directions along different paths, the fast and slow directions for 
each of Vp and Vs may be deduced. However, because these waves have traveled along 
different paths, each may also have sampled different material outside the region of over- 
lap. Thus, such observations admit a significant trade-off between anisotropy and hetero- 
geneity (lateral variation in isotropic structure). 

Polarization anisotropy, on the other hand, is a manifestation not only of anisotropy 
but also of the fact that particle motions for S-waves may be plane polarized. Hence, 
even along a single path in an anisotropic medium. S-waves will travel with different 
velocities Vs depending upon their polarization directions, described by the orientations 
of their particle motions within a plane quasi-orthogonal to that path. One consequent 
effect is that an initially arbitrarily polarized S-wave passing through a homogeneous 
anisotropic medium will be split into waves traveling at different speeds with different 
polarizations (Fig. 7a), a phenomenon known as "shear-wave splitting." Thus, because 
polarization anisotropy can be characterized by utilizing a single path, such analyses 
exhibit no trade-off between anisotropy and heterogeneity for the splitting of S-waves 
(although they do experience some trade-off for surface waves in the upper mantle). 

Symmetry frameworks. Observations of seismic anisotropy are interpreted within 
the framework of simplified symmetry models (Crampin 1984, Babuska and Cara 1991, 
Silver 1996), which usually assume hexagonal (i.e. cylindrical) symmetry of the elastic 
properties of aggregate mantle material. Whereas an isotropic medium possesses 2 inde- 
pendent elastic moduli, one with hexagonal symmetry has 5 (compared to 9 for 
orthorhombic, 13 for monoclinic, or 21 for triclinic). One such model is that of trans- 
verse isotropy (also called radial anisotropy), in which the bulk material is assumed to 
possess hexagonal symmetry about a vertical axis (Fig. 7a), such as might arise from a 
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simply layered fabric. For such a symmetry, horizontally traveling waves will consist of 
a horizontally polarized P-wave (PH) and two S-waves (horizontally polarized SH and 
vertically polarized SV) of differing velocities. Vertically traveling waves, on the other 
hand will comprise a vertically polarized P-wave (PV) and two S-waves, the latter of 
which are orthogonally polarized in the horizontal plane and possess identical velocities 
equal to that of the horizontally traveling SV-wave. If the anisotropy is due to planar lay- 
ering of isotropic media, the horizontally polarized S- and (horizontally propagating) P- 
waves will have faster velocities than their vertically polarized counterparts, but this need 
not be true for for anisotropy arising from inherently anisotropic crystals, Such 
anisotropy can be characterized using a variety of parameterizations. One commonly 
used to represent earth models (Montagner and Kennett 1996) consists of specifying the 
two velocities VpH and VsV along with three anisotropic parameters: 4, given by the ratio 
(VsH I vsv)' and analogous to mineralogical cs6 1 cU; QI, given by (VPV / VpH12 and anal- 
ogous to c33 I c l , :  and q,  which describes velocity variations in off-axis propagation 
directions and IS analogous to clll / (elf - 2 ~ ~ ) ;  where 5, 4, and q are all unity for an 
isotropic medium. 

LPO 

b 

SPO 

Figure 7. Elastic anisotropy: Cylindrically symmetric seismic anisotropy (a), showing a propagating P- 
wave and a split S-wave. Elastic anisotropy in mineral aggregates may arise (b) from lattice preferred 
orientation (LPO) of anisotropic crystals or from shape preferred orientation (SPO) of aligned inclusions 
with distinct elastic properties. 

Another symmetry model, often employed in lithospheric studies, is that of 
azimuthal anisotropy. The most common form of this model is fundamentally a model of 
transverse isotropy rotated through 90". in which the bulk material is assumed to possess 
hexagonal symmetry about a horizontal axis, such as might arise as oceanic lithosphere 
spreads away from a mid-ocean ridge forming a preferred orientation lineation (Chris- 
tensen and Crosson 1968). In this case, horizontally traveling waves propagating along 
the symmetry axis will consist of a P-wave and two S-waves of equal velocities, but 
those propagating in other directions, whether horizontally or vertically, will comprise a 
P-wave and two S-waves of differing velocities. It is in this framework that observations 
of S-wave splitting from nearly vertically propagating shear waves are interpreted. For 
example, a particular S-wave, SKS, becomes plane polarized at the core-mantle boundary 
and travels nearly vertically upwards through the mantle. If it passes through anisotropic 
material, it becomes split into two orthogonally polarized S-waves traveling at different 
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speeds. From observations of such waves as they arrive at the surface, both the polariza- 
tion direction (in the horizontal plane) of the fast S-wave and the delay time between the 
fast and slow arrivals can be determined, where the latter is a function of both the magni- 
tude of velocity anisotropy and the physical extent of anisotropic material (Silver 1996). 

While transverse isotropy is usually assumed in modeling the whole earth, shear- 
wave splitting provides evidence of azimuthal anisotropy in the upper mantle. Clearly, 
these simplified models cannot both be correct for the same region, although transverse 
isotropy can be viewed as a spatial average of azimuthal anisotropy if the symmetry axis 
for the latter is randomly distributed in the horizontal plane. Furthermore, individual 
mantle minerals usually do not possess a symmetry as simple as hexagonal (e.g. 
orthorhombic olivine with 9 moduli), although they may exhibit a simpler effective sym- 
metry in aggregates. Surface waves have been used to image upper mantle anisotropy in 
a more complex framework involving both radial and azimuthal components, with results 
that suggest that S-wave azimuthal anisotropy becomes insignificant below 300 km 
(Montagner and Tanimoto 1991). Wave interaction with non-planar interfaces can further 
complicate the signature of anisotropy, as can non-uniformity of symmetry axis orienta- 
tion. Indeed, when S-wave splitting occurs in regions of varying anisotropy, the orthogo- 
nal polarization planes can rotate about the propagation direction, complicating interpre- 
tation of the apparent fast polarization direction (Babuska and Cara 1991). Nonetheless, 
interpretation of seismic data within these simple uniformly hexagonal frameworks gen- 
erally works well (e.g. effectively eliminating SKS energy from the transverse compo- 
nents of seismograms and reducing elliptical to linear particle motions) and provides a 
useful integral constraint on overall anisotropy. Complications can arise when the appar- 
ent splitting parameters vary with the direction of the incoming waves, which may signal 
deviation from a simple hexagonal model or violation of the assumption of a strictly ver- 
tical symmetry axis, or when they vary with the initial polarization of the incoming waves 
from a single direction, which may indicate the presence of multiple anisotropic layers 
(Silver and Savage 1994). Of course, vertically propagating S-waves yield poor resolu- 
tion of the depth of any anisotropic material, so special geometries involving combina- 
tions of waves traveling along different paths must be used to determine the depths of 
anisotropic regions. 

Lower mantle isotropy. The bulk of the lower mantle, however, appears to be 
largely elastically isotropic (Kaneshima and Silver 1995, Fischer and Wiens 1996, Fouch 
and Fischer 1996, Montagner and Kennett 1996). Any significant level of azimuthal 
anisotropy should be evident when integrated over the large path lengths of seismic 
waves in the lower mantle, yet none is observed (Meade et al. 1995). Measurable 
anisotropy is not evident except in the lowermost few hundred kilometers of the mantle, 
where there is evidence of transversely isotropic (radially anisotropic) material, in which 
VSH > VSV, with significant lateral variations in the magnitude of the anisotropy (Kendall 
and Silver 1996, Matzel et al. 1996, Garnero and Lay 1997). The possibility of some 
weak radial anisotropy in the uppermost lower mantle (660-1000 km), in which 
VsV > VSH, has also been suggested (Montagner and Kennett 1996) from modeling of 
normal modes. 

Mineralogical interpretation 

The apparent isotropy of the bulk of the lower mantle is somewhat puzzling, given 
that magnesiowiistite and silicate perovskite, the minerals believed to comprise the bulk 
of the lower mantle, both exhibit elastic anisotropy (Hemley and Cohen 1996, Karato 
1997) and, given what is currently known about the pressure- and temperature-depen- 
dence of the relevant elastic moduli (Karato 1998a), should do so through most of the 
lower mantle. Macroscopic seismic expression of such anisotropy, however, would 
require preferred orientation of anisotropic crystals (Fig. 7b). Thus, the absence of 
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seismic anisotropy in the lower mantle suggests that the minerals assemblages therein do 
not develop lattice preferred orientation (LPO). While at least portions of the upper man- 
tle appear to deform via a dislocation creep mechanism (Karato and Wu 1993), the condi- 
tions of stress and grain size in the lower mantle may fall within the regime governed by 
the diffusion creep mechanism (Karato 1998a), in which LPO fabrics do not form. Any 
local or regional deviations from this isotropy might then arise from corresponding 
regional variations in stress or grain size, reflecting lateral variations in composition, min- 
eralogy, temperature, or deformation history. On the other hand, lower mantle minerals 
may fail to develop LPO even when deformed within the dislocation creep regime, a 
hypothesis suggested by deformation experiments on magnesium silicate perovskite 
(Meade et al. 1995) 

Mantle flow. While lithospheric anisotropy is commonly interpreted in terms of 
preferred orientation of olivine fabrics reflecting spreading or mantle flow (Ribe 1989, 
Russo et al. 1996), mineralogical interpretation of any limited anisotropy in the deep 
mantle is still in its infancy. Anderson (1989b) suggested that LPO of silicate ilmenite in 
subducting slabs could contribute some anisotropy to areas of the topmost lower mantle. 
Karato (1998a, 1998d) recently used a numerical method (Montagner and Nataf 1986) to 
calculate the effective elastic moduli arising from lattice preferred orientation in lower 
mantle mineral assemblages, incorporating current estimates of the significant pressure- 
and temperature-dependence of mineral anisotropy (Isaak et al. 1990, Karki et al. 1997a, 
1997b). Invoking the relative magnitudes of VsH and Vsv as observed along certain 
source-receiver paths, he proposed interpretation of narrow anisotropic layers at the top 
and bottom of the lower mantle in terms of LPO induced by horizontal flow. In addition 
to LPO of anisotropic crystals, however, radial anisotropy can also arise from shape pre- 
ferred orientation (SPO) of aligned inclusions of distinct elastic properties (Fig. 7b). 
Because observation of VSH > VSV at the core-mantle boundary is consistent with effec- 
tive horizontal layering, Karato (1998a) interpreted this as due to horizontally aligned 
SPO. Given the large differences in shear moduli between silicate perovskite and 
magnesiowiistite, either inclusions of one in the other or inclusions of melt in an aggre- 
gate could satisfy the requirements of such SPO. 

ANELASTIC A'ITENUATION AND VISCOSITY 

Geophysical background 

Thus far we have considered the elastic properties of the mantle, but the mantle is 
not perfectly elastic (Weidner this volume). Furthermore, neglect of anelastic effects 
when inverting seismic data can significantly affect velocity gradients and fine structure 
in the resulting models (Kennett 1975, Karato 1993). 

Attenuation. Anelasticity at the frequency of seismic waves is often described by a 
"quality factor" Q, where the "attenuation" Q-' describes the fractional energy loss per 
oscillation. Attenuation can be measured by examining the amplitude decay of body 
waves, such as S- and P-waves reflected one or more times from the core. However, 
even in the absence of anelastic attenuation, the amplitudes of body waves decay due to 
simple geometrical spreading of the wavefronts, so this effect first must be accounted for 
in order to estimate any anelastic attenuation. Since geometrical spreading will be signif- 
icantly affected by the presence of lateral velocity variations, there is an inherent trade- 
off between resolving heterogeneity and attenuation (Bhattacharyya et al. 1996, Bhat- 
tacharyya 1998). Normal modes of free oscillation (Fig. 8a), in which the earth under- 
goes spheroidal and toroidal deformations, can also be used to measure anelastic attenua- 
tion. The effects of attenuation are evident both in the quality factors for the amplitudes 
of individual modes (e.g. CORE1 1 of Widmer et al. 1993) and in the velocity dispersion 
(frequency-dependence of velocities, Fig. 8b) which must attend any finite Q (Montagner 
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and Kennett 1996), both of which can be determined from the spreading of spectral peaks 
(Durek and Ekstrom 1997). While fundamental modes possess low resolution in the 
lower mantle, the use of higher-order overtone modes (Okal and Jo 1990) can markedly 
improve models of this region. However, spectral peak spreading also accompanies 
velocity heterogeneity, so again there is an inherent trade-off between resolution of lateral 
heterogeneity and anelasticity (Romanowicz 1987). 

Figure 8, Anelasticity: Normal modes of free oscillation (a) may be spheroidal (i) or toroidal (iif. 
Attenuation of seismic waves (6)  results in both a decrease in amplitude and a dispersion of high- and low- 
frequency components. 

Attenuation can occur either in bulk (isotropic volume changes) or in shear (iso- 
choric deformation) strain, measured by Q, and Q,, respectively. Because there are few 
data that constrain the former, and because most attenuation mechanisms operate largely 
in shear, Q, is often assumed to be infinite (Q;' is zero) while normal mode data are 
inverted for radial models of Q, (Montagner and Kennett 1996). Bulk and shear attenua- 
tion can be mapped directly into quality factors for Vp and Vs, given by Qp and Qs, 
respectively: 

Q = Q , Q;' = LQ;' + (1 - L)Q;' . L E f (vS I vp12 

In many radial models of attenuation, Q increases with depth. However. the magnitude 
and even the sign of the lower mantle Q, gradient exhibits significant dependence upon 
choice of starting model (Montagner and Kennett 1996). What does seem clear is that 
Q, in the lower mantle (> 400) exceeds that in the upper mantle (C 2W). 

While attenuation observed in the laboratory usually varies with frequency, most 
seismological models assume that Q is independent of frequency, and the fact that such 
models can satisfy available data aoests to the poor resolving power of current models of 
anelasticity (Anderson 1989b). Evidence of frequency dependence of Q can be found in 
the observation that, over the range of frequencies characteristic of body waves, energy at 
higher frequencies is attenuated more strongly than at lower frequencies. Furthermore. Q 
at the lower frequencies of normal modes cannot be simply extrapolated to even lower 
tidal frequencies. Moreover, the frequency dependence of Q varies with depth. In the 
lower mantle. body waves are attenuated less strongly than are longer-period (i.e. lower- 
frequency) normal modes. In the upper mantle and in the bottommost lower mantle. on 
the other hand, strong attenuation extends to higher frequencies. Such observations sug- 
gest the presence of a high-frequency cut-off (Sipkin and Jordan 1979), leading to a 
model of an "absorption band" for Q whose frequency limits shift with pressure and 
temperature and hence with depth (Anderson and Given 1982). 
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Above and beyond such changes in Q with depth, lateral variations in Q can amount 
to 50-100%. Thus, 1-D models of attenuation are fundamentally unsatisfactory, espe- 
cially given the dependence of inversions for velocity structure upon accurate representa- 
tion of Q structure (Montagner and Kennett 1996). While 3-D models of Q are now 
beginning to emerge (Romanowicz 1994, 1998), they are still generally based on the 
assumption of frequency-independence. Complicating such efforts are the effects of lat- 
eral heterogeneity, because scattering of energy off of heterogeneities can also result in 
significant apparent attenuation of seismic energy. Attempts at distinguishing intrinsic 
attenuation from such scattering are best undertaken at low frequencies, so that small 
scatterers have minimal effect, but this limits potential spatial resolution. 

Viscosity. While anelasticity at seismic frequencies appears as attenuation, anelastic 
behavior at much longer periods manifests itself in the form of viscosity v, Radial vis- 
cosity models are generally constructed from one or both of two data sets. The first data 
set consists of records of sea-level changes associated with post-glacial rebound of the 
lithosphere, and these data constrain the absolute value of mantle viscosity (Haskell 
1935, 1936; Fang and Hager 1996). The second method is somewhat more complicated 
and constrains only relative viscosity changes (King 1995, Forte and Mitrovica 1996). 
Viscosity models are constructed so that the gravity-driven flow induced by a specified 2- 
or 3-D distribution of density heterogeneities in the mantle will generate dynamic topog- 
raphy that reproduces observed long-wavelength geoid anomalies (Hager et al. 1985. 
Forte and Woodward 1997). Further constraints are sometimes imposed based upon 
observed plate velocities (Lithgow-Bertelloni and Richards 1998). In addition to geoid 
observations, the second method requires as data a model of mantle density heterogene- 
ity. This is usually constructed by taking a tomographic image of mantle seismic veloci- 
ties and mapping it into an image of densities using empirical depth-dependent scaling 
functions between density and velocity (Hager et al. 1985, Kido and eadek 1997), 
thereby assuming that all lateral velocity variations arise solely from lateral variations in 
temperature rather than chemistry. In terms of elastic moduli, this amounts to assuming 
values for ratios of temperature derivatives at constant pressure and composition: 

-2 -2 

where and C were defined above. 

The results of such inversions are non-unique, possess poorer resolution in the lower 
than in the upper mantle, and exhibit dependence upon choice of starting model (King 
and Masters 1992, King 1995, Mitrovica 1996). However, they generally indicate a vis- 
cosity increase of about an order of magnitude in the upper part of the lower mantle. and 
they suggest the possibility of a narrow zone of low viscosity in the topmost lower mantle 
(Hager and Richards 1989, King 1995, Mitrovica 1996, Kido and eadek 1997). While 
the resolving power of post-glacial rebound studies drops off rapidly with depth in the 
lower mantle, such data have been reconciled with long-wavelength geoid analyses. Both 
data sets can be fit with models which exhibit a viscosity jump at 1000 km (Forte and 
Mitrovica 1996). This viscosity transition however, could also be a smooth gradient. 
because the limited resolution of the inversion and of the tomographic models does not 
allow fine structure to be reliably distinguished (Kido and eadek 1997). The largest 
uncertainties in such analyses may arise from their implicit assumption that there are no 
lateral viscosity variations. Just as in the case of attenuation, such lateral variations in 
viscosity may in fact be extremely large, changing by orders of magnitude in response to 
temperature anomalies of hundreds of degrees. Such changes could significantly impact 
the simple flow models derived under the assumption of lateral homogeneity, requiring 
changes in the inverted viscosity structure in order to fit the geoid observations. Recent 
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studies of the impact of lateral viscosity variations upon geoid calculations, however, 
have thus far revealed only second-order effects (Ravine and Phipps Morgan 1993, Zhang 
and Christensen 1993, Zhang and Yuen 1995). 

Mineralogical interpretation 

Karato (1998b) has proposed a theory to distinguish mechanistically between short- 
term and long-term rheology, in which the elastic deformation of seismic wave attenua- 
tion arises from "micro-glide" migration of geometrical kinks while the transient and 
steady-state creep associated with viscosity arises from "macro-glide" continuing nucle- 
ation of kinks. He has also suggested (Karato 1998c) that the shorter time scales of post- 
glacial rebound may result in smaller effective viscosities relative to processes of mantle 
convection, due to a transition from inter-granular creep to steady-state creep at the high 
strains of mantle convection. 

Attenuation. Seismic attenuation, Q-', in minerals can be a complicated function of 
temperature, pressure, stress, frequency, grain size, and water content (Anderson 1989b, 
Karato 1998b, Karato and Jung 1998, Jackson 1998b). In the lower mantle, low values of 
Qs may indicate that the rheology thereof is controlled by the magnesiowustite phase, 
which is weaker than the presumably more abundant silicate perovskite phase (Getting et 
al. 1997). Very low values of Qs, on the other hand, would be suggestive of local melting 
(Williams and Garnero 1996). However, few inferences regarding chemical composition 
of the lower mantle can currently be drawn from Q models with confidence. Perhaps the 
greatest utility of imaging radial and lateral variations in mantle attenuation lies in its 
potential for resolving the ambiguities in the thermal and compositional origin of velocity 
anomalies as imaged by seismic tomography (Romanowicz 1997). Since attenuation is 
so much more sensitive to temperature than is velocity, any tomographic low-velocity 
anomalies that are not accompanied by high local attenuation may be suspected of having 
compositional components instead of being purely thermal in nature. 

=cosity. As for the ratios of the partial derivatives of density and velocity with 
respect - to temperature, used in extracting viscosity models from the long-wavelength 
geoid as described above, for most minerals 6s is 5 f 2 and 6 is 6 f 2 (Anderson 1989b) 
near the top of the lower mantle, in reasonable agreement with the magnitudes of the den- 
sity-velocity scaling functions commonly employed (Kido and eadek 1997). However, if 

actually falls slightly with depth (Anderson 1998) then the ratio of partial derivatives 
should increase with depth, rather than decreasing or remaining constant as is sometimes 
assumed (Kido and eadek 1997). 

The issue of lower mantle viscosity also raises the question of the effective viscosity 
of mineral aggregates. In particular, as noted above, magnesiowustite appears to be sig- 
nificantly weaker than silicate perovskite under lower mantle conditions. Although per- 
ovskite should be the more abundant phase, it is not clear which phase will control the 
aggregate lower mantle viscosity, because this depends upon the unknown geometry 
adopted by the weaker phase during deformation (Karato 1997). 

Just as with attenuation, the strong temperature dependence of viscosity may prove 
useful in resolving temperature-composition trade-offs in images of density or velocity 
anomalies. Viscosity variations may also provide evidence of effects of phase transfor- 
mations on rheology. Proximity to phase changes which involve softening of lattice 
vibrational modes can result in enhanced creep and thus Iower viscosity (Poirier 1981, 
Rubie and BrearIey 1994, Karato 1997). In slab and plume material, latent heat release 
from material undergoing exothermic transitions can result in locally low viscosities 
(Karato 1997, Bina 1998b), as can weakening due to grain size reduction which may 
accompany phase transitions at low temperature (Karato and Li 1992, Karato 1997). 

Bina: Lower Mantle 227 

Indeed, the issue of grain size provide a potential link between mantle viscosity and 
anisotropy. A local reduction in grain size that leads to diffusion creeu and an absence of 
LPO anisotropy might also be expected to induce rheological weaken'ing and consequent 
locally low viscosities. 

\ Figure 9. Changing external magnet!. fieids induce 
secondary eddy currents in the earths conductive 
intenor, generating secondary magnetic fields that are 
superposed upon the external inducing field at the 
surface. 

ELECTRICAL CONDUCTIVITY 

Geophysical background 

Electrical conductivity in the earth is measured by studying the frequency-depen- 
dent electromagnetic response (Roberts 1986) represented by temporal variations in the 
geomagnetic field. Such temporal variations in external magnetic fields induce secondary 
eddy currents within conductive pathways in the earth's interior (Fig. 9), and the superpo- 
sition upon the external inducing field of the secondary magnetic fields generated by 
these eddy currents can be observed at the surface (Schultz and Larsen 1987). Variations 
with periods of less than a year arise from solar-atmospheric interactions, inducing con- 
sequent telluric currents in the earth, and constrain average conductivity to depths of 
about 1500 km. Below this depth in the Iower mantle, longer period variations in the 
geomagnetic field, such as the spectrum of secular variation presumably arising from 
core-mantle interactions or the variations caused by the sunspot cycle, must be used to 
constrain conductivity (Bott 1982). Inversion of such data suffers from the usual non- 
uniqueness of the resulting models, but one robust result appears to be that electrical con- 
ductivity increases by 1 or 2 orders of magnitude from the upper to the lower mantle. 
Furthermore, electrical conductivity increases with depth in the lower mantle by about an 
order of magnitude (from -1 to -10 Slm) from top to bottom (Shankland et al. 1993, 
Petersons and Constable 1996, Honkura et al. 1996). Finally, additional constraints upon 
electrical conductivity in the lowermost mantle can be inferred from such rotational 
effects of electromagnetic stresses across the core-mantle boundary as length-of-day vari- 
ations (Stewart et al. 1995) and nutation of the earth's polar axis (Buffett et al. 1997). 
The magnitude of the increase in electrical conductivity near the core-mantle boundary 
remains a matter of debate, because inversions directly constrain conductance rather than 
conductivity. Because thickness of the highly conductive layer is poorly constrained, the 
length-of-day constraints on the electromagnetic torque between core and lowermost 
mantle can be satisfied if the bottom few hundred kilometers of the mantle have a con- 
ductivity of 100-1000 S/m (Stewart et al. 1995), but a thinner layer of even higher con- 
ductivity is also possible. 
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Radial profiles of electrical conductivity have been studied for some time (Lahiri 
and Price 1939). Nonetheless, it is clear that electrical conductivity in the earth exhibits 
significant lateral heterogeneity (Schultz 1990, Schultz and Larsen 1990). Recently con- 
structed 3-D inverse models (Schultz and Pritchard 1995, 1998) suggest, however, that 
lateral heterogeneity in the lower mantle may be less extreme than the order of magnitude 
variations seen in the upper mantle. As in the case of seismic tomography, electromag- 
netic data are most sensitive to bulk electrical properties rather than to sharp interfaces 
(Everett and Schultz 1996). Evidence of persistent, long-wavelength, lateral heterogene- 
ity in the geomagnetic field may be attributable either to thermal anomalies or to local 
regions of high electrical conductivity in the lower mantle (Gubbins 1988, 1994; Johnson 
and Constable 1998). Thus, mantle compositional heterogeneity may be mapped through 
electrical as well as seismic methods (Johnson and Constable 1997, Forsyth et al. 19981, 
especially if thermal anomalies can be independently identified through anelastic effects. 

Mineralogical interpretation 

While some have suggested bulk iron-enrichment of the lower mantle to account for 
conductivity increases (Li and Jeanloz 1991a), others have argued that they are due to 
intrinsic effects of high pressures and temperatures on lower mantle silicates (Peyronneau 
and Poirier 1989, Shankland et al. 1993). In general, such changes in electrical conduc- 
tivity are probably controlled by interplay between oxygen fugacity, volatiles (e.g. C02. 
H20), and compositional (e.g. ferric iron) variations (Li et al. 1993). If, for example, 
FeIC can be accommodated at low levels within the most abundant phases, then the activ- 
ity of the ferric component will remain low and so will the fugacity of oxygen ( fo,). On 
the other hand, if FeIC can be accommodated only within minor secondary phases, the 
concentration and activity of the ferric components will be high, driving up the fa,. 

In the upper mantle, between 200 and 300 km depth, oxygen fugacity falls to the 
point where carbonates are reduced to diamond, and the moderate solubility of ferric iron 
in transition zone minerals suggests that fo, should continue to fall at greater depths 
(Wood et al. 1996). Indeed, recent work (Woodland and Angel 1998) demonstrates sig- 
nificant stability of ferric iron in the wadsleyite (P-phase) structure, implying a low oxy- 
gen fugacity in the transition zone. Recent observations of extensive ferric iron solubility 
in aluminous silicate perovskite (Wood and Rubie 1996, McCammon 1997) support the 
continuation of such low oxygen fugacities and diamond stability into the lower mantle, 
thus allowing the electrical conductivity in this region to be controlled by the dominant 
perovskite phase. This is in contrast to earlier suggestions (Wood et al. 1996), based 
upon a presumed low iron solubility in perovskite, that concentration of iron in the 
magnesiowiistite phase should lead to increased oxygen fugacity and a return to carbon- 
ate stability. This latter scenario would have awkwardly required that the electrical con- 
ductivity of the lower mantle be controlled by the secondary magnesiowiistite phase, but 
the revelation of significant Fe3+ solubility in silicate perovskite supports the simpler sce- 
nario in which the primary perovskite phase controls the bulk electrical conductivity. 
Moreover, additional recent work (Mao et al. 1997) suggests that iron-magnesium parti- 
tioning between these two lower mantle phases is dependent upon pressure, temperature. 
and composition. implying that the iron content of silicate perovskite should increase 
substantially with depth, presumably leading to concomitant electrical conductivity 
increases. Other studies, however, have found no such systematic depth dependence of 
Fe-Mg partitioning (Kesson et al. 1998). 

Water may also play a role in controlling electrical conductivity (Karato 1990, Li 
and Jeanloz 1991b), with any H20 entering the lower mantle from the transition zone in 
the form of hydrous phases residing in subducting lithosphere (Bose and Navrotsky 1998, 
Navrotsky this volume). The Fe-A1 coupling noted above, however, remains important. 
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The solubility of H in stishovite rises with increasing A1 substitution (Pawley et al. 1993), 
and the solubility of H in ferromagnesian silicate perovskite may also increase with 
increasing Fe and A1 substitution (Meade et al. 1994). However, the apparent absence of 
broadened seismic discontinuities in the transition zone (Wood 1995) and the absence of 
OH in olivine and orthopyroxene inclusions from diamonds (McMillan et al. 1996) sug- 
gest that the H20 content of the transition zone and lower mantle may be generally quite 
low. 

Figure 10. Schematic flowchart illustrating geophysical observations (ovals) and the deep mantle 
properties which they constrain (rectangles). Solid arrows indicate directions of constraints; dotted arrows 
show secondary feedback consb-aints. 

CONCLUDING REMARKS 

In constructing models of properties of the deep mantle, there is considerable inter- 
play between various geophysical constraints (Fig. 10). The travel times of seismic 
waves, of course, serve to constrain velocity structure and velocity anisotropy. Normal 
modes of oscillation, while they also constrain velocities and anisotropy, further serve to 
constrain the structure of density and anelastic attenuation. The amplitudes of waveforms 
also constrain velocities and attenuation. On the other hand, both gravity anomalies 
expressed in the geoid and sea level changes associated with post-glacial rebound com- 
bine to constrain viscosity structure. Electromagnetic field variations constrain deep 
electrical conductivity. Several of the constrants provided by these observations, how- 
ever, involve significant feedback. Information on the structure of attenuation and 
anisotropy can significantly affect the determination of velocity structure, for example. 
Furthermore, models of density are required in order to extract information on velocities 
and attenuation from the amplitudes of waveforms, and both density and laterally hetero- 
geneous velocity models are necessary in order to constrain viscosity structure from the 
long-wavelength geoid. 
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Figure 11. Ranges of lower mantle properties as constrained by inverse models of geophysical 
observations: density @), seismic wave velocities (S-wave V,, P-wave Vp) shear quality factor (Q,, inverse 
of shear anelastic attenuation), radial anisotropy (P-wave I$, S-wave 5, off-axis q), logarithm of viscosity 
(v), assembled from results of Montagner and Kennett (1996) and Forte and Mitrovica (1996). 

Such geophysical models (Fig. 11) provide a variety of constraints upon lower man- 
tle physical conditions. Seismic velocities, density, and electrical conductivity all depend 
upon temperature as well as upon composition and mineralogy, with electrical conductiv- 
ity being particularly sensitive to oxygen fugacity through its effects upon ferric iron con- 
tent. Elastic anisotropy also depends upon temperature and composition, but this prop- 
erty is also sensitive to strain and to grain size. The ambiguity between thermal and com- 
positional origins for lower mantle geophysical anomalies can be investigated through 
study of anelastic properties, in the form of viscosity and seismic wave attenuation. Both 
of these properties, while also sensitive to stress, grain size, and composition (especially 
volatile content), are strongly dependent upon temperature, so that a thermal origin for 
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deep mantle anomalies should have a strong anelastic signature. Resolution of this ther- 
mal-compositional ambiguity will also be facilitated by improved equations of state for 
shear moduli at high temperatures and pressures, because this will allow more thorough 
analysis of whether coupled variations in P- and S-wave velocities (i.e. Poisson's ratio) 
are consistent with isochemical thermal perturbations. Thermal anomalies also will gen- 
erate buoyancy anomalies which should be consistent with the dynamics of mantle flow. 

0 20 40 60 80 100 0.0 0.5 1.0 1.5 

Volume Fraction (%) Kfy;!p. 

Figure 12. Schematic diagram (after the style of Ringwood 1989) of relative mineral proportions in the 
mantle (left). Phases are olivine (a), wadsleyite (P), ringwoodite (13, ortho- and clinopyroxene (opxccpx), 
garnet-majorite (gt), magnesiowustite (mw), ferromagnesian silicate perovskite (pv), and calcium silicate 
perovskite (cpv). Hatched regions indicate divariant phase transitions in olivine polymorphs. Crosshatched 
zones denote uncertainty in phase proportions of mw and cpv. Dotted lines indicate approximate pressures 
of oxide transitions. Also shown (right) is range (shaded region) of partitioning coefficient (Kgi::) of 
Mao et al. (1997) for best-fit lower mantle compositions computed herein and constant value (dai ed line) 
adopted by Kesson et al. (1998). 

For a lower mantle composed primarily of silicate perovskite and magnesiowiistite 
(Fig. 12), current data do not appear to require significant enrichment in iron or silica rel- 
ative to a pyrolitic upper mantle. However, the dependence of elastic properties upon cal- 
cium, aluminum, and ferric iron content has not yet been fully incorporated into such 
analyses, and both the uppermost and lowermost portions of the lower mantle deviate sig- 
nificantly from this simple model. Coupled solubility of aluminum and ferric iron in sili- 
cate perovskite may permit coexistence of garnet and silicate perovskite throughout the 
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uppermost -100 km of the lower mantle (Wood and Rubie 1996), while y silicate spinel 
(ringwoodite) disproportionates to silicate perovskite and magnesiowustite over a much 
narrower depth interval (Akaogi et al. 1998). 

Beneath cold subduction zones, the disappearance of ringwoodite may be depressed 
by several tens of kilometers (Bina and Helffrich 1994), and at very low temperatures 
(below 1000 K) ringwoodite may briefly transform to magnesiowiistite and stishovite 
before subsequently forming silicate perovskite and magnesiowustite (Akaogi et al. 
1998). As for the transition between garnet and silicate perovskite in the uppermost 
lower mantle, this may be interrupted by a broad region of stability for silicate ilmenite 
(Anderson 1989b, Reynard et al. 1996, Reynard and Rubie 1996, Irifune et al. 1996, 
Vacher et al. 1998) before eventual formation of silicate perovskite. 

Despite the apparent absence of major seismic velocity discontinuities of global 
extent in the lower mantle, additional phase changes may play a role in lower mantle 
properties (Fig. 12). Lateral variations in temperature or Fe/Mg ratio, for example, may 
cause local breakdown of silicate perovskite to mixed oxides (Wang et al. 1997). With 
regard to the oxides, FeO undergoes transformation to a rhombohedral structure at pres- 
sures corresponding to -1700 km (Mao et al. 1996), perhaps shifting to shallower depths 
in (Mg,Fe)O magnesiowiistite. Furthermore, Si02 transforms from stishovite to a CaC12 
structure at pressures corresponding to those at -1250 km (Tsuchida and Yagi 1989, 
Kingma et al. 1995). Finally, A1203 transforms from corundum to a Rh203(II) structure 
at pressures corresponding to -2000 krn (Marton and Cohen 1994, Funamori and Jeanloz 
1997), with potential consequences for stability, elasticity, elemental partitioning, and 
buffering of oxygen fugacity in phases such as ferromagnesian silicate perovskite in 
which alumina exhibits significant solubility. 
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ERRATA 

Page 207: 

Note that panels b and c in Figure ! have been transposed. 

Page 219: 

The subsection heading V ,  / V s  relations should be set in bold italics rather than italics. 

Page 232: 

In the last paragraph of the chapter, the following sentence was garbled: 

"With regard to the oxides, FeO undergoes transformation to a rhombohedral struc- 
ture at pressures corresponding to -1700 krn (Mao et al. 1996), perhaps shifting to 
shallower depths in (Mg,Fe)O magnesiowiistite." 

The correct sentence should read as follows: 

With regard to the oxides, while FeO wiistite undergoes transformation to a rhombo- 
hedral structure at upper mantle pressures (and perhaps at slightly higher pressures 
in some (Mg,Fe)O magnesiowiistites), it transforms to a NiAs-type structure at pres- 
sures corresponding to -1700 km (Mao et al. 1996). 

Page 231: 

wust rhornb 
Similarly, the dotted line in Figure 12 labelled - should actually be labelled - 

rhomb NiAs ' 
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Below are two additional panels, to supplement those in Figure 11 [page 2301 and Figure 
12 [page 2311, which may be of some interest. 

log 10 (S/m)l 0 20 40 60 80 100 
Volume Fraction (%) 
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